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Ultrastructure, Development, and Plasticity of
Dendritic Spine Synapses in Area CA1 of the Rat
Hippocampus: Extending Our Vision With Serial
Electron Microscopy and Three-Dimensional
Analyses

KRISTEN M. HARRIS, FRANCES E. JENSEN, ano BEATRICE H. TSAO
Neuroscience Department, Children’s Hospital, Boston, Massachusetts

INTRODUCTION

In area CAl of the rat hippocampus, the overwhelming majority of excitatory
synapses occur on protrusions from pyramidal cell dendrites referred to as
“dendritic spines.” Considerable attention has been focused on dendritic spines
because changes in their dimensions could modulate synaptic efficacy (Chang,
1952; Rall, 1970, 1974; Harris and Stevens, 1988a; and Brown et al., 1987 for
review). Complete anatomical measurements are required to interpret whether
changes in spine or synaptic morphology are sufficient to mediate functional
plasticity. To date, the only method available to obtain these complete mea-
surements is three dimensional reconstructions from serial electron micros-
copy. In this chapter, we describe the morphology of CA1 spiny dendrites with
Golgi impregnations, freeze-fracture preparations, and thin section electron
microscopy. We present the rationale for studying dendritic spines through
serial electron microscopy and propose some methods for overcoming the
major shortcoming of serial EM—i.e. small sample sizes. Finally, we present
some results that illustrate how these complete reconstructions can be used
to determine whether changes in spine and synapse morphology could be in-
volved in the ontogeny of hippocampal longterm potentiation.

CA1l Spiny Pyramidal Cell Dendrites: Qualitative Description of Spine and
Synaptic Morphology

With light microscopy, it is possible to discern the tiny spines that protrude
from CAl pyramidal cell dendrites, but impossible to obtain accurate mea-
surements of their dimensions (Fig. 1a,b). Viewed with electron microscopy,
some fortunate freeze-fracture planes reveal the enormous diversity of spine
morphology among near neighbors on a single dendritic shaft (Fig. 2). This
diversity of spine morphology is associated with varied synaptic morphology
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Fig. 1. a: A Golgi impregnation of a hippocampal CAl pyramidal cell with apical den-
drites extending up into s. radiatum. b: At higher magnification, dendritic spines (arrows)
can be seen to stud the surface of these dendrites. Bars = 10 pm. (Reproduced from
Harris et al., 1980, with permission of the publisher.)

(Fig. 3). Spines have been qualitatively classified to have stubby, mushroom,
and thin shapes (criteria for making these distinctions are described in the
Results section). Small dendritic spines have asymmetric synapses with a small
continuous postsynaptic density (PSD), which is macular in appearance when
viewed through serial thin sections. Large mushroom-shaped dendritic spines
usually have perforated asymmetric postsynaptic densities. The presynaptic
axonal varicosity associated with each of these PSD morphologies contains
round, clear vesicles. The organization of the particles in the fractured synaptic
membrane also differs on small and large dendritic spines. The smaller, thinner
spines tend to have small, continuous aggregates of particles (Fig. 4), and the
larger mushroom-shaped spines have aggregates of particles that are perforated
by particle-free regions (Fig. 5). While the identity of these particles is not yet
known, they are associated with synapses that have characteristics of excitatory
synapses, suggesting that they might be freeze-fracture representations of pro-
teins involved in excitatory synaptic transmissions (Harris and Landis, 1986).

Plasticity of Hippocampal Spine Synapses: Single Section Analyses

Following tetanic stimulation, several afferent pathways to hippocampal
cells show long-term potentiation (LTP). LTP is a long-lasting enhancement
of the postsynaptic response, which can be expressed extracellularly as an
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Figs. 2-5.  Figure 2 shows cytoplasmic surface of a CA1 pyramidal cell dendrite revealed
in profile in a freeze-fracture preparation. Very large mushroom spines (open square)
are often located near smaller spines (closed square at neck, closed circle at synaptic
cleft) of the same dendritic segment and on different dendritic segments (closed triangle).
Figure 3 shows thin section of small dendritic spine with a macular postsynaptic density
(closed square), adjacent to a large dendritic spine with a perforated postsynatic density
(open square). Figure 4 shows extracellular half of the membrane of a postsynaptic
density on a thin spine revealing a particle aggregate (closed square) at the synaptic
Jjunction. Figure 5 shows particle aggregate on the extracellular half of a larger dendritic
spine with particle-free zones (open squares). Bar = 1 wm in Figure 3 for all of Figures
2-5. (Reproduced from Harris and Landis, 1986, with permission of the publisher.)
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increased field excitatory postsynaptic potential (EPSP) and population spike
or intracellularly as an increased EPSP, increased probability of cell firing, or
decreased latency of cell firing. The conditions for inducing LTP have been
well worked out. When sufficient depolarization of the postsynaptic cells occurs
in the presence of glutamate, a magnesium block is released and channels
associated with the N-Methyl-D-Aspartate receptor are opened. These open
channels permit a significant influx of calcium to the postsynaptic cell and
thus possibly activates several second messenger-mediated events (for review,
see Smith, 1987).

LTP lasts for hours, days, or weeks, depending on the exact stimulation
conditions (e.g. Bliss and Lomo, 1970, 1973; Bliss and Gardner-Medwin, 1973;
Alger and Teyler, 1976; Barnes, 1979). This endurance of LTP has often lead
to the suggestion that LTP results in some permanent or semipermanent change
in synaptic number or structure (Crick, 1982; Gray, 1982). As summarized in
Figure 6, four hippocampal circuits have been studied for anatomical correlates
of this physiological plasticity, including 1) afferents from the entorhinal cortex,
perforant pathway (PP), to area dentata granule cells (PP—dentate circuit); 2)
afferents from dentate granule cells, the mossy fibers (MF), to proximal regions
of the CA3 pyramidal cell dendrites (MF-CA3 circuit); 3) afferents from the
septum to distal regions of the CA3 pyramidal cell dendrites (septal-CA3 cir-
cuit); and 4) afferents from CA3 pyramidal cells, the Schaffer collaterals and
commissural fibers, to CA1 pyramidal cell dendrites (CA3—CAl circuit). In each
of these circuits, a variety of morphological changes have been observed after
LTP.

In the potentiated PP—dentate circuit, the spine heads appear to be larger
and the spine necks shorter (van Harreveld and Fifkova, 1975; Fifkova and
Van Harreveld, 1977; Fifkova and Anderson, 1981; Fifkova et al., 1982). Analyses
of the PSD suggest an increase in size and a shift in shape from convex to
concave; and the number of presynaptic vesicles adjacent to the synaptic cleft
increases (Desmond and Levy, 1983, 1986a,b, 1987).

Analyses of the potentiated MF—CAS3 circuit suggest that spines swell, spine
necks widen (Moshkov et al., 1977, 1980), and PSDs lengthen, similarly to the
PP-dentate circuit (Petukov and Popov, 1986). In contrast to the PP—dentate
circuit, vesicle number has been observed to decrease following LTP in parallel
with an increase in Smooth Endoplasmic Reticulum (SER) in the axonal var-
icosity (Petukov and Popov, 1986).

Like the PP—dentate and MF—CAS3 circuits, results from the potentiated sep-
tal-CA3 circuit suggest spine swelling, though there are no data on the neck
dimensions. In contrast to the PP-dentate circuit, the potentiated septal-CA3
circuit appears to have a decrease in both length and thickness of the PSD
and a decrease in the number of presynaptic vesicles (Wenzel et al., 1985).

The CA3—CAl circuit contrasts with all three of the other circuits in that
no overt spine swelling or neck widening has been observed with potentiation,
though a decrease in the variability of spine perimeters has been interpreted
to result from spine “rounding” (Lee et al., 1980; Chang and Greenough, 1984).
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Fig. 6. Changes in spine and synaptic morphologies that have been associated with
hippocampal long-term potentiation. See text for description and terminology.
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Other studies suggest that spine swelling might occur in the potentiated CA3-
CALl circuit (Applegate et al., 1987). In contrast to the PP—dentate circuit, results
from these studies in area CA1l suggest a decrease in PSD length and an in-
terconversion of the PSD shape from concave to convex (Chang and Greenough,
1984). One report suggests no change in vesicle number (Chang and Greenough,
1984), while another suggests that vesicles migrate, producing a higher density
at the synaptic cleft in the potentiated CA3—CA1 circuit (Applegate et al., 1987).

All of these results strongly suggest that dramatic changes in spine and
synaptic morphology can be associated with hippocampal long-term potentia-
tion. The opposite changes in spine and synaptic morphology that appear to
occur in different circuits might be related to differences in receptor types,
second-messenger systems, tissue preparation, or other factors.

Several questions remain. How large are the actual anatomical changes in
spine or synapse morphology? Are existing synapses growing and changing
their shapes, or are new synapses forming to support LTP? Are changes oc-
curring only in a subpopulation of stimulated spines and synapses, or do all
the affected spines and synapses show the same shifts in their morphology?
Are the changes in spine morphology sufficient to modify the transfer of charge
from the synapse through the spine neck to the parent dendrite?

To answer these questions, complete descriptions of spine and synaptic
morphologies are required. A serial section analysis allows for a complete de-
scription of each spine and its associated synapse, including 1) measurement
of the whole spine and synapse, 2) unambiguous identification of each structural
element, and 3) three-dimensional reconstructions for quantitative shape anal-
yses. This approach has several advantages over the random-section analyses
that have been used thus far to observe changes in dendritic spines and syn-
apses. Relationships between changes in the shape of individual spines and
their synapses can be easily discerned. Accurate measurements of individual
spine characteristics, such as head diameter, neck diameter, and neck length,
can be used to model charge transfer through spines and discern whether
measured anatomical changes are sufficient to modify charge transfer (e.g.
Wilson et al., 1983; Wilson, 1984; Harris and Stevens, 1988b, 1989). Spine neck
and head volumes can be measured and used in theoretical models to determine
how changes in shape might alter diffusion properties in the dendritic spine
(e.g. Shepherd, 1979; Gamble and Koch, 1987; Brown et al., 1977; Harris and
Stevens, 1988b, 1989).

These advantages might be tempered by the time required to obtain a large
sample of complete reconstructions from dendritic spines and synapses. How-
ever, this must be weighed against the strong advantage of having accurate
measurements and identity. Fewer total numbers need be analyzed to reveal
dramatic differences in morphology. We present here a strategy we have used
to optimize these advantages for analysis of developing hippocampal dendritic
spines (Harris et al., 1987; Harris et al., manuscript in preparation) and the
possible relationship of developmental changes in their shapes to the ontogeny
of LTP (Harris and Teyler, 1984).
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DEVELOPMENT AND PLASTICITY OF HIPPOCAMPAL SPINE SYNAPSES:
SERIAL EM ANALYSES

Detailed methods for tissue preparation and serial electron microscopy have
been described elsewhere (Stevens et al., 1980; Stevens, 1980; Stevens and
Trogadis, 1984; Harris and Landis, 1986; Harris and Stevens, 1988a,b). Here we
will describe procedures that have been developed to sample the neuropil to
obtain good estimates of the frequency of different spine and synaptic mor-
phologies and accurate measurements of synaptic areas.

To locate sample fields, the photographic screen of the electron microscope
was calibrated at the desired magnification (usually 6.6 K on a JEOL 100B)
with a calibration grid. Then the calibrated screen was used to measure a
distance from the pyramidal cell body layer out to 250 wm in stratum radiatum.
This procedure requires a rotation stage so that one can move perpendicularly
from the pyramidal cell layer into s. radiatum. Using the calibrated screen, a
strip located in s. radiatum measuring about 25 pm wide and running perpen-
dicular to the pyramidal cell bodies was divided into eight to ten equal fields,
each about 500 pm? (Fig. 7). A random number table was consulted to determine
which of these fields to photograph through adjacent serial sections. The
“sample” field of 200 um?® is located on the middle section of the series. The
reason for making the sample field smaller than the photographic field is to
allow for slight shifts in the alignment from section to section, which could
result in loss of sample structures at the edge of the micrograph if all 500 pm?
were sampled.

Adjacent sample fields in s. radiatum often have very different structural
components occupying the neuropil. In Figure 8, the neuropil is filled with
small dendrites, spine heads, and axons. Most of this neuropil contains struc-
tures that are part of the synaptic complex. In contrast, large, longitudinally
sectioned dendrites fill much of the neuropil of the field in Figure 9. It is im-
possible for synapses to form in the central cytoplasm of these dendrites;
therefore, the sample areas of these two adjacent fields are not equivalent for
calculating synaptic densities.

A method was devised to determine which processes should be subtracted
from the total sample area to give a corrected sample area with homogeneity
of variance among the size of dendritic processes in it. Five randomly selected
fields, including these two fields, were photographed. If a blood vessel was in
the field, the photographic screen was moved laterally to exclude the vessel.
Then the enclosed area of every dendritic process in the field was measured.
Spines, unmyelinated axons, and axonal varicosities are smaller than these
processes and were excluded from this analysis. The frequencies of dendritic
process areas for each field are plotted in Figure 10. The mean process area
and variance were computed for each field (Table I, “before correction”). Then
the two fields with the most disparate variance (Nos. 2 and 5) were compared
for homogeneity of variance among dendritic process areas. All process areas
greater than 2 pm® were excluded from the sample to achieve homogeneity
of variance across the five fields (Table I, “after correction”). The corrected
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Fig. 7. Sample field selection in stratum radiatum of hippocampal area CA1 (DG-dentate
gyrus; EC-entorhinal cortex). a: The trapezoid is trimmed to contain the CA1 pyramidal
cell bodies and the entire apical dendritic field (full length approximately equalling 0.8
mm). b: A sample field located about 250 pm from the outer edge of the pyramidal cell
layer is randomly selected from the eight to ten possible fields across the width of the

section (approx. 0.2 mm). ¢: The sample field is then photographed through 40 adjacent
serial thin sections.

neuropil area (NA) = Total sample area — (glia area — myelinated axon area
— dendritic cytoplasm of processes > 2 pm?).

Every synapse with a portion located on the sample field of the central
section was completely reconstructed through adjacent serial sections. For
cross-sectioned synapses, the area of the PSD was determined by measuring
its length through adjacent sections, multiplying the lengths by section thick-
ness, and then adding across sections. Section thickness was determined em-
pirically as described by Harris and Stevens (1988a,b). For obliquely or tan-
gentially sectioned PSDs, the enclosed area was measured on each section on
which it appeared.

Figs. 8, 9. Adjacent sample fields within s. radiatum. These figures contain about 50
wm? of the sample fields. They illustrate the extreme inhomogeneity in structural com-
position of the neuropil where small dendritic processes fill Figure 8 and large dendritic
processes occupy much of the field in Figure 9. Bar = 1 pm.
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Fig. 10. Dendritic processes with measured cross-sectional areas on the sample fields.
To obtain homogeneity of variance in process sectioned areas across these five fields,
all processes with areas greater than 2 pm® (curved arrow) were excluded from the
sample area. See also Table L
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TABLE 1. Effect of Excluding Large Dendritic Processes From Sample Fields
on the Mean and Variance of the Process Areas Occupying These Fields*

Before correction After correction
Field n Mean Variance n' Mean Variance
1 53 0.98 1.60 46 0.57 047
2 38 1.80 15.76 32 051 0.46
3 69 0.80 3.38 64 0.39 0.38
4 54 1.15 5.06 48 043 040
5 47 0.83 0.71 41 0.57 048

« . 5 . ,
Mean is expressed as pm? n is number of processes measured in each field, and n
is number of processes remaining after excluding those with areas >2.0 um?®.

We recognized that the probability of observing part of a synapse on the
sample field was proportional to the number of sections that the synapse ac-
tually occupied through serial sections. If a synaptic type changed size, shape,
or orientation to change significantly the probability of viewing them on the
sample field, then the number of sections on which they appeared would change
proportionately. For example, if an elliptical synapse was sectioned at 0.07
wm thickness, perpendicular to a short axis with a diameter of 0.21 pm, three
sections of the synapse would be obtained. In a nine-section series, with random
placement of this synapse in the series, the probability of viewing the synapse
on any one of the nine sections is 3/9 or 1/3. If the same synapse were sectioned
parallel to a long axis with a diameter of 0.42 pm, six sections of the synapse
would be obtained. Random placement in the nine-section series would give
a probability of viewing the same synapse in any one section of 6/9 or 2/3—
a 100% increase in the probability of viewing that synapse on the sample section.

For each synapse appearing on the sample section, we counted the number
of serial sections on which it appeared. Then, when grouping the synapses by
type, we computed the average number of sections for each type. If there was
a significant difference in the number of sections occupied by a particular
synaptic type that occur at one age from another, then the %difference in section
number was calculated. Then the following formulae were used to correct the
relative synaptic densities (corrSYNdens):

uncorrSYNdens = No. of synapses/NA

corrSYNdens = uncorrSYNdens — [(%difference in section No.)
- (uncorrSYNdens)}

The postsynaptic element associated with each synapse was identified by
viewing it through adjacent serial sections. Dendritic spines were first classified
into three shape categories of stubby, mushroom, and thin according to the
criteria listed in Figure 11. Then a randomly selected subpopulation of these
spines was reconstructed to confirm the shape assignments. The reconstruc-
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Fig. 11. Classification of dendritic spines by shape as viewed through serial thin sections.
The criterion for a stubby dendritic spine was that the diameter of the neck (d,) be
greater than or equal to the spine length (1,,). The criteria for a thin spine were that
the neck diameter be much less than the total length and that the diameter of the head
(d,) be not much greater than the neck diameter. A spine was classified as a mushroom
shape if the diameter of the neck was very much less than the head diameter. These
mushroom spines frequently had perforated synapses and well-developed spine appa-
ratuses in adult hippocampus.

tions were obtained using a reconstruction system that includes a Gould Image
Processing System interfaced to a VAX 780 and a Cohu monochromatic camera
mounted on a copy stand. Electron micrographs were positioned under the
video camera, images captured with the Gould system, and traces superimposed
on the EM image viewed on the Gould monitor. Quantitative analyses of the
reconstructions were obtained with the PANDORA software (Pearlstein et al.,
1986).

RESULTS
Development of Synapses in Stratum Radiatum: Sample Field Analyses

We have used the methods described above to evaluate synaptic morphology
in the developing hippocampus at three postnatal ages: P7, P15, and adult.
These ages were chosen because it was shown in an earlier study that the
ontogeny of LTP begins postnatally in hippocampal area CA1 (Harris and Teyler,
1984). Before P5, tetanic stimulation (100 Hz for 1 s) does not induce long-
lasting changes in the population response; by P5, half of the animals showed
potentiation of the population spike amplitude; and by P7 all of the animals
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showed robust LTP. At P15, the magnitude of LTP was three times greater
than that observed in adult animals (see Fig. 3 in Harris and Teyler, 1984). Our
preliminary anatomical analyses reveal striking differences in the frequencies
of the different classes of synaptic and spine morphologies across these ages
(a detailed description and quantitative analysis is being prepared by Harris
et al.).

Thus far, 232 synaptic PSD areas have been measured through complete
reconstructions. Five categories of postsynaptic elements were identified with
these synapses by viewing them through serial thin sections, including un-
classified, shaft, stubby spine, mushroom spine, or thin spine.

At P7 (LTP onset), four sample fields (100-150 wm?® each) were analyzed.
In these fields, seven synapses could not be unambiguously identified by class.
These unclassified P7 synapses were of the same average area as synapses
occurring on dendritic shafts (N = 18), stubby spines (N = 5), and a mushroom
spine (N = 1; Fig. 12). There are no postsynaptic elements that could be iden-
tified as thin spines at P7.
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Fig. 12. Synaptic area, measured through serial sections, at different classes of post-
synaptic structures (mean * S.E.M.) at postnatal days 7 (P7), 15 (P15), and adult.
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At P15 (LTP peak), two sample fields (NA = 171.06 and 183.76 pm?) were
analyzed. All of the postsynaptic elements were readily identified, and all classes
of synapses (shaft, N = 13; stubby, N = 21; mushroom, N = 15; and thin, N
= 16) were larger than at P7, suggesting growth in synaptic area between
these two ages (Fig. 12).

In the adult (LTP decline), analysis of two sample fields (NA = 1285 and
170.64 pm®) revealed no further significant increase in the size of synapses on
dendritic shafts (N = 5). The size of synapses of stubby spines (N = 5) de-
creased significantly from the P15 value (P < 0.003). The size of synapses on
mushroom spines (N = 44) increased significantly from the P15 value P<
0.0001). The slight decrease in average synaptic area on thin spines from the
P15 to the adult value (N = 87) was not significant (Fig. 12).

The relative densities of these different synaptic classes were computed
from each of these sample fields, and the mean values are presented in Figure
13. To obtain an estimate of synaptic densities in each class at each age we
first computed the number of synapses per corrected neuropil area as described

28-
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Fig. 13. Density of different classes of postsynaptic structures at each age.
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above. We used P15 as the age of comparison for %difference in section number
to correct further the relative synaptic densities (as described above for
corrSYNdens). Only the mushroom spines showed a significant difference in
the number of sections their synaptic PSD occupied, which increased between
P15 and P60.

At P7, most synapses were associated with unclassified dendritic shafts or
with stubby dendritic spines. Occasionally a mushroom spine was observed.
At P15, synapses were distributed relatively evenly between all four classes
of postsynaptic elements. In the adult, many fewer shaft and stubby spines
are present than at P15. The density of mushroom spines doubles, even when
corrected for the increase in the probability of observing them on the sample
field because of the significant increase in PSD area. There is a dramatic fourfold
increase in the density of synapses located on thin dendritic spines between
P15 and adulthood.

Development of Spine Morphology: Three-Dimensional Reconstructions To
Confirm Visual Identity

Two P15, stubby dendritic spines are illustrated in Figure 14. These stubby
spines had large, well-developed synaptic complexes, complete with a thickened
PSD, a widened cleft, and a presynaptic axonal varicosity filled with round,
clear vesicles. This spine morphology was rare in the adults, in which thin
spines prevailed. To test spine classification as identified by viewing them
through serial sections, 12 dendritic spines (two in each spine class from the
sample fields at P15 and adult) have been completely reconstructed. Six of
these spines are illustrated in Figure 15. Of these 12 spines, 11 were correctly
identified. One P15 mushroom spine was misidentified as a thin spine. It had
a relatively small head for the mushroom category, but the head diameter was
clearly larger than the neck diameter when completely reconstructed. More
of these reconstructions are being completed to be tested in biophysical models
of charge transfer through the necks and to discern whether they occur in
quantitatively discrete shape categories at each age or if there are perhaps
more “transitional” shapes at younger ages (e.g. shapes that are halfway be-
tween stubby and mushroom or between mushroom and thin).

DISCUSSION: PROPOSED SEQUENCE OF SPINE DEVELOPMENT IN
HIPPOCAMPAL AREA CA1—IMPLICATIONS FOR THE
ONTOGENY OF LTP

A sequence for spine development in area CAl is proposed in Figure 16.
These anatomical observations would be consistent with the view that hip-
pocampal stubby spines develop from shaft synapses, because more shaft than
spine synapses are present at P7. The stubby spine might be a precursor of
mushroom spines or of long, thin spines, because more stubby spines are pres-
ent at P15 than in the adult. It is unlikely that long, thin spines form first and
then contract to become stubby spines, because many stubby spines are present
at P7 and P15 while very few stubby spines are present in the adult. Alter-
natively, thin spines might be remodeled from mushroom spines. This second

;.'. ?
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Adult

15

Fig. 14. Two stubby dendritic spines (arrow heads) from P15 hippocampal area CAl.
Bar = 1 pm for Figures 14 and 15.

Fig. 15. Three-dimensional reconstructions of dendritic spines at P15 and adult ages
to illustrate spine shape categories of stubby (s), mushroom (m), and thin (t). Synaptic
areas (arrows) are filled in on the spine heads (thin lines). Spine necks are divided
from spine heads for mushroom and thin spines (bold lines between arrowheads). A
portion of the dendritic shaft that each spine was connected to is also illustrated. See
Figure 14 for scale bar.

view is supported by the relative abundance of stubby and mushroom spines
and the relative absence of thin spines at P7 and P15, suggesting that the stubby
and mushroom shapes might precede the thin spine shape. Analyses are in
progress to determine whether stubby, mushroom, and thin spines occur in
discrete categories with quantitative distinctions separating them (e.g. the ratio
of head volume to neck diameter) or represent a continuum in shape dimensions
across development.
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Fig. 16. Proposed sequence of spine development that is consistent with the preliminary
anatomical findings reported here.
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Fig. 17. Possibilities for changes in spine or synaptic morphology of hippocampal CA1
pyramidal cells that could be associated with LTP at ages P7 and P15. See text for Y
further description. ;
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Since more synapses are present in adult animals than at P15, the peak and
decline in LTP around P15 is not directly related to the absolute number of
synapses present. Our hypothesis has been that a larger percentage of synapses
can produce LTP at P15 than in adult animals (Harris and Teyler, 1984). We
proposed that synapses are removed from a pool of “plastic” synapses as they
are “used” to process experiences, thus explaining how a peak and decline in
LTP production might be related to synaptogenesis (see Fig. 11 in Harris and
Teyler, 1984).

The anatomical observations presented here suggest several changes in spine
and synaptic morphology that could occur with LTP at P15 (Fig. 17). At P15,
tetanic stimulation could induce more synapses (e.g. more thin spines with
synapses) to form (Fig. 17a). Synaptic area could grow to produce LTP and
might do so at a greater extent during robust synaptogenesis (P15) than in
adults (Fig. 17b). Undifferentiated stubby or mushroom spines might be induced
to undergo a change in P15 hippocampus more readily than in adult hippo-
campus (Fig. 17¢).

It seems unlikely that the peak in LTP magnitude is mediated by a large
population of long, thin spines, which shorten and widen to facilitate charge
transfer to the parent dendrite (Fig. 17d). If this were so, we would expect
the magnitude of LTP observed in adult animals to be larger than at P15, because
many more thin spines are available for “contraction” in the adult than at P15.
In addition, it seems unlikely that long, thin spines are necessary for LTP in-
duction, because few, if any, are present at P7, an age when LTP is robust.

It could be that spine differentiation from stubby to mushroom or thin spines
with constricted spine necks facilitates partitioning of synapses onto relatively
isolated compartments, i.e. the spine head (Harris and Stevens, 1988b, 1989).
This partitioning of dendritic spines could prevent diffusion of second mes-
sengers, phosphorylated proteins, or other postsynaptic products of LTP away
from the activated synapses, thereby restricting LTP to those synapses that
are potentiated. This restriction might serve to prevent heterosynaptic poten-
tiation. The relative absence of constricted spine necks at P15 might result in
nonspecific heterosynaptic potentiation, leading to a larger response magnitude
because neighboring “unpotentiated” synapses were also “potentiated” by dif-
fusing substances (see Harris and Stevens, 1988b, 1989; Brown et al., 1987). If
this were so, the peak in LTP magnitude observed at P15 could be an immaturity
of response specificity, a possibility that will be tested physiologically in sub-
sequent experiments. In conjunction with the serial EM approach described
here, it should be possible to discern whether changes in spine shape are suf-
ficient to contribute to the peak and decline in LTP magnitude observed during
development.

SUMMARY
The goal of this chapter was to illustrate our strategy for optimizing the
use of complete reconstructions from serial EM to obtain accurate measure-
ment and identification of dendritic spines and their associated synapses. We
have observed a dramatic shift from stubby and mushroom-shaped dendritic
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spines at P7 (LTP onset) and P15 (LTP peak) to a predominance of long, thin
spines in adult (LTP decline) hippocampal area CAl. We propose a sequence
for the genesis of dendritic spines from short stubby protrusions to either
mushroom-shaped spines or long, thin spines. Hypotheses concerning the
role(s) of dendritic spines in the ontogeny of hippocampal LTP were considered
in light of these preliminary anatomical findings.
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